
MOMENTS OF ZETA AND CORRELATIONS OF DIVISOR-SUMS:
STRATIFICATION AND VANDERMONDE INTEGRALS

SIEGFRED BALUYOT AND BRIAN CONREY

Abstract. We refine a recent heuristic developed by Keating and the second author. Our
improvement leads to a new integral expression for the conjectured asymptotic formula for
shifted moments of the Riemann zeta-function. This expression is analogous to a formula,
recently discovered by Brad Rodgers and Kannan Soundararajan, for moments of charac-
teristic polynomials of random matrices from the unitary group.

1. Introduction

One of the most important problems in analytic number theory is to find an asymptotic
formula for the 2kth moment

Mk(T ) :=

∫ T

0

|ζ(1
2
+ it)|2k dt

of the Riemann zeta-function ζ(s), where k is an arbitrary positive integer. A folklore

conjecture suggests that, for some unspecified constant ck, we have Mk(T ) ∼ ckT (log T )
k2

as T → ∞. To date, this is known only for k = 1, 2, with c1 = 1 and c2 = 1/(2π2) [22].
The problem is so intractable that, up until recently, there had been no viable guess for the
exact value of ck. The approach of using correlations of divisor sums leads to conjectures for
c3 and c4 [5, 6], and the process has recently been examined in close detail and made more
precise by Ng [19], Hamieh and Ng [15], and Ng, Shen, and Wong [20]. This approach seems
to fail, however, to give a reasonable guess for ck when k ≥ 5 [6].
A breakthrough was made when Keating and Snaith [17] used random matrix theory to

predict the exact value of ck for all complex k with Re(k) ≥ −1/2. Remarkably, their
predicted values of c3 and c4 agree with the conjectures in [5] and [6]. The conjectures for
ck for positive integers k were then refined by Farmer, Keating, Rubinstein, Snaith, and
the second author [4] through a heuristic method called the recipe, which also applies to a
general family of L-functions. At about the same time, Diaconu, Goldfeld, and Hoffstein [12]
predicted the same values of ck via a different approach using multiple Dirichlet series.
Despite the differences between these approaches, all the conjectures agree.

The recipe arrives at the conjecture by using the approximate functional equation and
then predicting that certain “off-diagonal” terms cancel in the evaluation of the moment.
However, it does not indicate how these terms cancel or combine. In a recent series of
papers [7, 8, 9, 10, 11], Keating and the second author address this problem by revisiting
the now conventional approach of using Dirichlet polynomial approximations to ζk(s) and
examining correlations of divisor sums. This approach, which relies on the delta method
of Duke, Friedlander, and Iwaniec [13], was previously employed by Gonek and the second
author [6] to conjecture the values of c3 and c4 from a number theoretic perspective. The
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principal result of [11] is a new heuristic method that indicates how divisor sums may be
combined to recover the prediction of the recipe. This new heuristic is inspired by ideas of
Bogomolny and Keating [1, 2], and is reminiscent of the Hardy-Littlewood circle method.

In this paper, we refine the approach of [11] by using an integral form of the asymptotic
formula for correlations of divisor sums that is predicted by the delta method. Through
this and a generalization of the local calculations in [11], we predict that combining the
divisor sums in the same way as in [11] leads to a certain “Vandermonde integral” expression
(Conjecture 1.2 below). Evaluating this Vandermonde integral then immediately gives the
sum of the ℓ-swap terms from the recipe prediction (Conjecture 1.3 below), and thus removes
the need to examine all possible decompositions of A and B as in Section 12 of [11].
We are interested in the shifted moments

1

T

∫ 2T

T

∏
α∈A

ζ(1
2
+ α + it)

∏
β∈B

ζ(1
2
+ β − it) dt,

where T is a parameter tending to ∞ and A and B are finite multisets of complex numbers
that have small moduli (say ≪ 1/ log T ). We study these moments by examining their
Dirichlet polynomial approximations

(1.1) MA,B(T,X) :=
1

T

∫ ∞

0

ψ

(
t

T

) ∞∑
m=1

τA(m)

m
1
2
+it

Υ
(m
X

) ∞∑
n=1

τB(n)

n
1
2
−it

Υ
( n
X

)
dt,

where X is another parameter tending to ∞, ψ is a smooth, nonnegative function that is
supported on [1, 2], say, and Υ is a smooth, nonnegative function that is supported on [0, 1],
say, and satisfies Υ(0) > 0. Here, the coefficients τA are defined for finite multisets A by

(1.2)
∞∑

m=1

τA(m)

ms
=
∏
α∈A

ζ(s+ α)

for all s such that the left-hand side converges, where the product on the right-hand side
is over all α ∈ A, counted with multiplicity. The recipe of [4] leads to the prediction (see
Section 2)

MA,B(T,X) ∼
∑

U⊆A,V⊆B
|U |=|V |

1

(2πi)2

∫
(ε)

∫
(ε)

Υ̃(ξ)Υ̃(η)Xξ+η 1

T

∫ ∞

0

ψ

(
t

T

)

×
∏
α∈U

χ(1
2
+ ξ + α + it)

∏
β∈V

χ(1
2
+ η + β − it)

×
∞∑
n=1

τ(A∖U)ξ∪(Vη)−(n)τ(B∖V )η∪(Uξ)−(n)

n
dξ dη,(1.3)

where ε > 0 is an arbitrarily small constant, Υ̃ denotes the Mellin transform of Υ, χ is
the factor from the functional equation ζ(s) = χ(s)ζ(1 − s), and the n-sum should be
interpreted as its analytic continuation. Here, we use the notations As := {α + s : α ∈ A}
and A− := {−α : α ∈ A} for a multiset A and a complex number s. Notice that if
|U | = |V | = ℓ, then we are exchanging ℓ elements from Aξ with ℓ elements from (Bη)

− in
forming the sets (A∖ U)ξ ∪ (Vη)

− and (B ∖ V )η ∪ (Uξ)
−. Thus, we may refer to the terms

with |U | = |V | = ℓ in (1.3) as the “ℓ-swap terms.”
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Our goal is to understand how and what properties of divisor sums might lead to (1.3).
We let ℓ be a fixed integer with 1 ≤ ℓ ≤ min{|A|, |B|}, and partition A into ℓ nonempty sets
A = A1 ∪ · · · ∪ Aℓ and similarly write B = B1 ∪ · · · ∪ Bℓ. We may then express τA and τB
as the Dirichlet convolutions τA = τA1 ∗ · · · ∗ τAℓ

and τB = τB1 ∗ · · · ∗ τBℓ
, and deduce from

(1.1) that

MA,B(T,X) =
1

T

∫ ∞

0

ψ

(
t

T

) ∑
1≤m1,...,mℓ<∞
1≤n1,...,nℓ<∞

τA1(m1) · · · τAℓ
(mℓ)τB1(n1) · · · τBℓ

(nℓ)

(m1 · · ·mℓ)
1
2
+it(n1 · · ·nℓ)

1
2
−it

×Υ
(m1 · · ·mℓ

X

)
Υ
(n1 · · ·nℓ

X

)
dt.(1.4)

The basic idea behind the approach in [11] is to sum over the mj, nj with mj/nj close to
the “rational direction” Mj/Nj and consider all possible directions subject to the natural
conditions (Mj, Nj) = 1 and M1 · · ·Mℓ = N1 · · ·Nℓ. A key step in the approach is to use
the delta method of [13] to evaluate each mj, nj-sum, and then combine the results. Our
starting point is the sum

Sℓ :=
1

(ℓ!)2

∑
M1···Mℓ=N1···Nℓ
(Mj ,Nj)=1 ∀j

∑
h1,...,hℓ∈Z
h1···hℓ ̸=0

1

T

∫ ∞

0

ψ

(
t

T

)

×
∑

1≤m1,...,mℓ<∞
1≤n1,...,nℓ<∞

mjNj−njMj=hj ∀j

τA1(m1) · · · τAℓ
(mℓ)τB1(n1) · · · τBℓ

(nℓ)

(m1 · · ·mℓ)
1
2
+it(n1 · · ·nℓ)

1
2
−it

×Υ
(m1 · · ·mℓ

X

)
Υ
(n1 · · ·nℓ

X

)
dt.(1.5)

We also define

S0 :=
1

(2πi)2

∫
(ε)

∫
(ε)

Υ̃(ξ)Υ̃(η)Xξ+η 1

T

∫ ∞

0

ψ

(
t

T

) ∞∑
n=1

τA(n)τB(n)

n1+ξ+η
dξ dη.

We expect the following.

Conjecture 1.1. If α, β ≪ 1/ log T for each α ∈ A and β ∈ B, then as T → ∞ we have

MA,B(T,X) ∼
min{|A|,|B|}∑

ℓ=0

Sℓ.

One way to view this paper is that it gives evidence for this conjecture, as we predict (in
Conjecture 1.3 below) that Sℓ is essentially the sum of the ℓ-swap terms from (1.3). Towards
this, we use an integral form of the asymptotic formula for correlations of divisor sums that is
predicted by the delta method (see (3.3) below) and rigorous evaluations of the local factors
of an Euler product (Theorem 4.4 below) to predict the following “Vandermonde integral”
expression for Sℓ.

Conjecture 1.2. Let ℓ be an integer with 1 ≤ ℓ ≤ min{|A|, |B|}. If α, β ≪ 1/ log T for each
α ∈ A and β ∈ B, then as T → ∞ we have

Sℓ ∼
1

(ℓ!)2(2πi)2

∫
(2ε)

∫
(2ε)

Υ̃(ξ)Υ̃(η)
Xξ+η

T

∫ ∞

0

ψ

(
t

T

)
1

(2πi)2ℓ

∮
|z1|=ε

· · ·
∮
|zℓ|=ε
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×
∮
|w1|=ε

· · ·
∮
|wℓ|=ε

ℓ∏
j=1

{
χ(1

2
+ ξ − zj + it)χ(1

2
+ η − wj − it)

}
×
∏
α∈A
β∈B

ζ(1 + α + β + ξ + η)
∏

1≤j≤ℓ
α∈A

ζ(1 + α + zj)
∏

1≤j≤ℓ
β∈B

ζ(1 + β + wj)

×
∏

1≤j≤ℓ
α∈A

(1/ζ)(1 + α + ξ + η − wj)
∏

1≤j≤ℓ
β∈B

(1/ζ)(1 + β + ξ + η − zj)

×
∏

1≤i,j≤ℓ
i ̸=j

(1/ζ)(1− zi + zj)
∏

1≤i,j≤ℓ
i ̸=j

(1/ζ)(1− wi + wj)

×
∏

1≤i,j≤ℓ

ζ(1 + zi + wj − ξ − η)ζ(1− zi − wj + ξ + η)

×A(A,B,Z,W, ξ + η) dwℓ · · · dw1 dzℓ · · · dz1 dξ dη,(1.6)

where Z := {z1, . . . , zℓ}, W := {w1, . . . , wℓ}, and A(A,B,Z,W, ξ+η) is an Euler product that
converges absolutely whenever Re(ξ) = Re(η) = 2ε and |Re(γ)| ≤ ε for all γ ∈ A∪B∪Z∪W .
Explicitly, A is defined by (5.4) below.

After discovering this Vandermonde integral expression through a rough “back-of-the-
envelope” calculation, the second author informed Brad Rodgers of it in the summer of 2019.
Rodgers responded that he and Kannan Soundararajan had previously found an analogous
expression for moments of characteristic polynomials of random matrices. They had proved
that if U(N) is the group of N × N unitary matrices, then integrating with respect to the
Haar measure gives [21]∫

U(N)

∏
α∈A

det
(
1− e−αg

) ∏
β∈B

det
(
1− e−βg−1

)
dg =

min{|A|,|B|}∑
ℓ=0

JA,B
ℓ ,

where, for positive integers ℓ, JA,B
ℓ is defined by

JA,B
ℓ :=

(−1)ℓ

(ℓ!)2(2πi)2ℓ+1

∮
|ξ|=1

∮
· · ·
∮

|z1|=···=|zℓ|=ε
|w1|=···=|wℓ|=ε

e−(N+ℓ)
∑ℓ

i=1(zi+wi)

1− e−ξ

× Z(A,B)Z(A,Z−)Z(B,W−)

Z(A,Wξ)Z(B,Zξ)
∆̃ℓ(Z)∆̃ℓ(W )Z(W,Zξ)

2

× dwℓ · · · dw1 dzℓ · · · dz1 dξ,

and JA,B
0 is defined by JA,B

0 := Z(A,B), with

Z(C,D) :=
∏
γ∈C
δ∈D

1

1− e−γ−δ

and
∆̃ℓ(C) :=

∏
γ,γ̂∈C
γ ̸=γ̂

(1− eγ−γ̂)
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for finite multisets C,D of complex numbers. It is quite remarkable that these two analogous
Vandermonde integral expressions were discovered independently at about the same time
through different approaches. In hindsight, it is straightforward to show that the sum of the
ℓ-swap terms from (1.3) equals the right-hand side of (1.6) once one has already seen the
right-hand side of (1.6) and knows what to aim for. We do this calculation at the end of
Section 5 and arrive at the following prediction.

Conjecture 1.3. Let ℓ be an integer with 1 ≤ ℓ ≤ min{|A|, |B|}. If α, β ≪ 1/ log T for each
α ∈ A and β ∈ B, then as T → ∞ we have

Sℓ ∼
∑

U⊆A,V⊆B
|U |=|V |=ℓ

1

(2πi)2

∫
(ε)

∫
(ε)

Υ̃(ξ)Υ̃(η)
Xξ+η

T

∫ ∞

0

ψ

(
t

T

)

×
∏
α∈U

χ(1
2
+ ξ + α + it)

∏
β∈V

χ(1
2
+ η + β − it)

×
∞∑
n=1

τ(A∖U)ξ∪(Vη)−(n)τ(B∖V )η∪(Uξ)−(n)

n
dξ dη.

Note that the right-hand side is exactly the sum of the ℓ-swap terms from (1.3). Thus,
the recipe prediction (1.3) and Conjecture 1.3 lead us to believe Conjecture 1.1.

In an AIM Workshop in 2016, Trevor Wooley suggested that the heuristic developed by
Keating and the second author [8, 10, 11] has an interpretation in terms of the counting of
rational points in algebraic varieties that is the subject of Manin’s arithmetic stratification
conjectures [3, 14, 18]. Thus, we suspect that the sums (1.5) and Conjecture 1.1 present a
stratification of MA,B(T,X) that has the same interpretation. We may think of the problem
of evaluating (1.4) as involving counting solutions (weighted by divisor functions) in the
variety

m1 · · ·mℓ − n1 · · ·nℓ = h, |h| ≤ H

for some parameter H. In making the definition (1.5), we are essentially stratifying this
variety into the subvarieties

m1N1 − n1M1 = h1

m2N2 − n2M2 = h2
...

mℓNℓ − nℓMℓ = hℓ

with |h1h2 · · ·hℓ| ≤ H. Thus, as suggested by Wooley, our approach is analogous to counting
rational points on high dimensional varieties by stratification and counting points on sub-
varieties. Note that this stratification introduces some overcounting of solutions. However,
we believe that the factor 1/(ℓ!)2 in the definition (1.5) accounts for this overcounting. This
factor may be explained intuitively by an argument similar to the one in Section 12.2 of [11].

As mentioned earlier, we improve the method in [11] by using the integral form (3.3) of
the prediction of the delta method. A key observation in our refinement is that the functions
GE(s, q), defined by (3.4), that appear in the prediction of the delta method are closely
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related to the coefficients IC,D(m) in the Dirichlet series expansion

(1.7)

∏
γ∈C ζ(s+ γ)∏
δ∈D ζ(s+ δ)

=
∞∑

m=1

IC,D(m)

ms
(Re(s) → ∞)

(see Lemma 4.3 below). Thus, we are able to adapt the local calculations in [11] without much
difficulty, as the coefficients IC,D(m) exhibit properties similar to those of the coefficients
τE defined by (1.2). Another way we refine the approach of [11] is in making some of
their technical arguments more precise. This includes expressing Fourier transforms of test
functions in terms of the gamma function (Lemma 3.1), as has been done in [15], [16], and
[19].

In future work, we aim to adapt the method to other families of L-functions and make
parts of it more rigorous.

Acknowledgments. We would like to thank Brad Rodgers for useful comments that im-
proved our exposition. The first author is supported by NSF DMS-1854398 FRG, and the
second author is partially supported by a grant from the NSF.

2. Descending through the recipe

We first review the prediction of the CFKRS recipe. We apply Mellin inversion to deduce
from the definition (1.1) that

MA,B(T,X) =
1

(2πi)2

∫
(2)

∫
(2)

Υ̃(ξ)Υ̃(η)Xξ+η 1

T

∫ ∞

0

ψ

(
t

T

)
×
∏
α∈A

ζ(1
2
+ it+ ξ + α)

∏
β∈B

ζ(1
2
− it+ η + β) dt dη dξ,

where Υ̃ is the Mellin transform of Υ, which is defined by

Υ̃(s) :=

∫ ∞

0

Υ(x)xs−1 dx.

We move the lines of integration to Re(ξ) = ε and Re(η) = ε. There are residues from the
poles at ξ = 1

2
− α− it, α ∈ A and η = 1

2
− β + it, β ∈ B. These residues are negligible due

to the rapid decay of the Mellin transform Υ̃ and the fact that t ≍ T since ψ is supported
on [1, 2]. We thus arrive at

MA,B(T,X) =
1

(2πi)2

∫
(ε)

∫
(ε)

Υ̃(ξ)Υ̃(η)Xξ+η 1

T

∫ ∞

0

ψ

(
t

T

)
×
∏
α∈A

ζ(1
2
+ it+ ξ + α)

∏
β∈B

ζ(1
2
− it+ η + β) dt dη dξ + OC(T

−C),

where C > 0 is arbitrarily large. Applying the recipe in [4] to the t-integral, we conjec-
ture (1.3).
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3. Ascending through convolution sums: applying the delta method

We apply Mellin inversion and interchange the order of summation to deduce from the
definition (1.5) of Sℓ that

Sℓ =
1

(ℓ!)2

∑
M1···Mℓ=N1···Nℓ
(Mj ,Nj)=1 ∀j

∑
h1,...,hℓ∈Z
h1···hℓ ̸=0

1

(2πi)2

∫
(2)

∫
(2)

Υ̃(ξ)Υ̃(η)Xξ+η

×
∑

1≤m1,...,mℓ<∞
1≤n1,...,nℓ<∞

mjNj−njMj=hj ∀j

τA1(m1) · · · τAℓ
(mℓ)τB1(n1) · · · τBℓ

(nℓ)

(m1 · · ·mℓ)
1
2
+ξ(n1 · · ·nℓ)

1
2
+η

ψ̂

(
T

2π
log

m1 · · ·mℓ

n1 · · ·nℓ

)
dξ dη,

where ψ̂ is the Fourier transform defined by

(3.1) ψ̂(x) =

∫ ∞

−∞
ψ(t)e−2πixt dt.

Since M1 · · ·Mℓ = N1 · · ·Nℓ, it follows that

Sℓ =
1

(ℓ!)2

∑
M1···Mℓ=N1···Nℓ
(Mj ,Nj)=1 ∀j

∑
h1,...,hℓ∈Z
h1···hℓ ̸=0

1

(2πi)2

∫
(2)

∫
(2)

Υ̃(ξ)Υ̃(η)Xξ+η(N1 · · ·Nℓ)
1
2
+ξ(M1 · · ·Mℓ)

1
2
+η

(3.2)

×
∑

1≤m1,...,mℓ<∞
1≤n1,...,nℓ<∞

mjNj−njMj=hj ∀j

τA1(m1) · · · τAℓ
(mℓ)τB1(n1) · · · τBℓ

(nℓ)

(m1N1 · · ·mℓNℓ)
1
2
+ξ(n1M1 · · ·nℓMℓ)

1
2
+η
ψ̂

(
T

2π
log

m1N1 · · ·mℓNℓ

n1M1 · · ·nℓMℓ

)
dξ dη.

Now the delta method in [13] predicts for a suitable function f that∑∑
1≤m,n<∞
mN−nM=h

τA(m)τB(n)f(mN,nM)

∼ 1

(2πi)2

∮
|z|=ε

∮
|w|=ε

1

N1+zM1+w

∏
α∈A

ζ(1 + z + α)
∏
β∈B

ζ(1 + w + β)

×
∞∑
q=1

cq(h)(q,N)1+z(q,M)1+w

q2+z+w
GA

(
1 + z,

q

(q,N)

)
GB

(
1 + w,

q

(q,M)

)
×
∫ ∞

−∞
xz(x− h)wf(x, x− h) dx dw dz,(3.3)

where

cq(h) :=
∑

a mod q
(a,q)=1

e2πian/q

is the Ramanujan sum and GE is defined for finite multisets E of complex numbers by

(3.4) GE(s, q) =
∑
d|q

µ(d)ds

ϕ(d)

∑
e|d

µ(e)

es
gE

(
s,
eq

d

)
,



8 SIEGFRED BALUYOT AND BRIAN CONREY

with gE(s, n) defined by

(3.5) gE(s, n) =
∏
p|n

{∏
γ∈E

(1− p−s−γ)

}
∞∑

m=0

τE(p
m+ordp(n))

pms
.

For details on how to derive this prediction, see Section 1 of [6]. Forms of this prediction
are stated in Section 3 of [9], equation (4) of [10], and Section 6 of [11]. We may put these
forms into (3.3) by interpreting them as a sum of residues and writing the sum of residues as
a contour integral. The left-hand side of (3.3) may be called a correlation of divisor-sums.
(In the case M = N = 1, some authors call it a “shifted convolution sum.”)
We apply the prediction (3.3) to each mj, nj-sum in (3.2) by taking in (3.3) A = Aj,

B = Bj, m = mj, n = nj, M =Mj, N = Nj, and

f(mN,nM) = f(m1N1, n1M1;m2N2, n2M2; . . . ;mℓNℓ, nℓMℓ)

= (m1N1 · · ·mℓNℓ)
− 1

2
−ξ(n1M1 · · ·nℓMℓ)

− 1
2
−ηψ̂

(
T

2π
log

m1N1 · · ·mℓNℓ

n1M1 · · ·nℓMℓ

)
.

We also assume an independence hypothesis in the sense that any error terms implied in the
conjecture (3.3) do not contribute to the main term in the resulting expression for Sℓ. This
leads us to predict that

Sℓ ∼
1

(ℓ!)2

∑
M1···Mℓ=N1···Nℓ
(Mj ,Nj)=1 ∀j

∑
h1,...,hℓ∈Z
h1···hℓ ̸=0

1

(2πi)2

∫
(2)

∫
(2)

Υ̃(ξ)Υ̃(η)Xξ+η(N1 · · ·Nℓ)
1
2
+ξ

× (M1 · · ·Mℓ)
1
2
+η

∫ ∞

max{0,h1}
· · ·
∫ ∞

max{0,hℓ}
ψ̂

(
T

2π
log

x1 · · ·xℓ
(x1 − h1) · · · (xℓ − hℓ)

)

×
ℓ∏

j=1

{
1

(2πi)2

∮
|z|=ε

∮
|w|=ε

x
− 1

2
−ξ+z

j (xj − hj)
− 1

2
−η+w

N1+z
j M1+w

j

∏
α∈Aj

ζ(1 + z + α)

×
∏
β∈Bj

ζ(1 + w + β)
∞∑
q=1

cq(hj)(q,Nj)
1+z(q,Mj)

1+w

q2+z+w
GAj

(
1 + z,

q

(q,Nj)

)

×GBj

(
1 + w,

q

(q,Mj)

)
dw dz

}
dx1 · · · dxℓ dξ dη.(3.6)

We let ϵj = sgn(hj) and relabel hj as ϵjhj, where now hj is positive. Then, we make the
change of variables xj 7→ hjyj for each j to see that (3.6) implies

Sℓ ∼
1

(ℓ!)2

∑
M1···Mℓ=N1···Nℓ
(Mj ,Nj)=1 ∀j

∑
ϵ1,...,ϵℓ∈{1,−1}

∑
1≤h1,...,hℓ<∞

1

(2πi)2

∫
(2)

∫
(2)

Υ̃(ξ)Υ̃(η)Xξ+η(N1 · · ·Nℓ)
1
2
+ξ

(3.7)

× (M1 · · ·Mℓ)
1
2
+η

∫ ∞

max{0,ϵ1}
· · ·
∫ ∞

max{0,ϵℓ}
ψ̂

(
T

2π
log

y1 · · · yℓ
(y1 − ϵ1) · · · (yℓ − ϵℓ)

)

×
ℓ∏

j=1

{
1

(2πi)2

∮
|z|=ε

∮
|w|=ε

h−ξ+z−η+w
j y

− 1
2
−ξ+z

j (yj − ϵj)
− 1

2
−η+w

N1+z
j M1+w

j

∏
α∈Aj

ζ(1 + z + α)
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×
∏
β∈Bj

ζ(1 + w + β)
∞∑
q=1

cq(hj)(q,Nj)
1+z(q,Mj)

1+w

q2+z+w
GAj

(
1 + z,

q

(q,Nj)

)

×GBj

(
1 + w,

q

(q,Mj)

)
dw dz

}
dy1 · · · dyℓ dξ dη.

We next insert the identity

cq(hj) =
∑
d|q
d|hj

dµ
(q
d

)
for the Ramanujan sum, and then relabel hj as hjd and q as qd to find that (3.7) implies

Sℓ ∼
1

(ℓ!)2

∑
M1···Mℓ=N1···Nℓ
(Mj ,Nj)=1 ∀j

∑
ϵ1,...,ϵℓ∈{1,−1}

1

(2πi)2

∫
(2)

∫
(2)

Υ̃(ξ)Υ̃(η)Xξ+η(N1 · · ·Nℓ)
1
2
+ξ

× (M1 · · ·Mℓ)
1
2
+η

∫ ∞

max{0,ϵ1}
· · ·
∫ ∞

max{0,ϵℓ}
ψ̂

(
T

2π
log

y1 · · · yℓ
(y1 − ϵ1) · · · (yℓ − ϵℓ)

)

×
ℓ∏

j=1

{
1

(2πi)2

∮
|z|=ε

∮
|w|=ε

y
− 1

2
−ξ+z

j (yj − ϵj)
− 1

2
−η+w

N1+z
j M1+w

j

ζ(ξ + η − z − w)

×
∏
α∈Aj

ζ(1 + z + α)
∏
β∈Bj

ζ(1 + w + β)
∞∑
d=1

1

d1+ξ+η

×
∞∑
q=1

µ(q)(qd,Nj)
1+z(qd,Mj)

1+w

q2+z+w
GAj

(
1 + z,

qd

(qd,Nj)

)

×GBj

(
1 + w,

qd

(qd,Mj)

)
dw dz

}
dy1 · · · dyℓ dξ dη

because ∑
1≤hj<∞

h−ξ+z−η+w
j = ζ(ξ + η − z − w)

for each j.
We next move the ξ- and η-lines to Re(ξ) = 2ε and Re(η) = 2ε. Doing so traverses the

poles of the factors ζ(ξ + η − z − w). However, we expect the residues of the integrand at
these poles to be negligible because of the presence of the factor χ(1 + z +w− ξ − η) in the
consequence (3.9) of Lemma 3.1 below. This factor is zero at the pole of ζ(ξ + η − z − w).

We then insert the definition (3.1) of ψ̂ and interchange the order of summation to arrive at
the prediction

Sℓ ∼
1

(ℓ!)2(2πi)2

∫
(2ε)

∫
(2ε)

Υ̃(ξ)Υ̃(η)
Xξ+η

T

∫ ∞

0

ψ

(
t

T

)
1

(2πi)2ℓ

∮
|z1|=ε

· · ·
∮
|zℓ|=ε

×
∮
|w1|=ε

· · ·
∮
|wℓ|=ε

∑
M1···Mℓ=N1···Nℓ
(Mj ,Nj)=1 ∀j

ℓ∏
j=1

{
ζ(ξ + η − zj − wj)N

− 1
2
+ξ−zj

j M
− 1

2
+η−wj

j
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×
∑
ϵj=±1

∫ ∞

max{0,ϵj}

(
yj − ϵj
yj

)it

y
− 1

2
−ξ+zj

j (yj − ϵj)
− 1

2
−η+wj

∏
α∈Aj

ζ(1 + zj + α)

×
∏
β∈Bj

ζ(1 + wj + β)
∞∑
d=1

1

d1+ξ+η

∞∑
q=1

µ(q)(qd,Nj)
1+zj(qd,Mj)

1+wj

q2+zj+wj

×GAj

(
1 + zj,

qd

(qd,Nj)

)
GBj

(
1 + wj,

qd

(qd,Mj)

)
dyj dwj dzj

}
dξ dη.(3.8)

We may now evaluate each yj-integral through the following lemma.

Lemma 3.1. If a, b are complex numbers with 0 < Re(a),Re(b) < 1
2
, then∑

ϵ=±1

∫ ∞

max{0,ϵ}
ya−1(y − ϵ)b−1 dy

= χ(a+ b)χ(1− a)χ(1− b)

(
1 + tan(π

2
a) tan(π

2
b)

2

)
,

where χ(s) is the factor in the functional equation ζ(s) = χ(s)ζ(1− s).

Proof. For brevity, define I(a, b) by

I(a, b) :=
∑
ϵ=±1

∫ ∞

max{0,ϵ}
ya−1(y − ϵ)b−1 dy.

We have

I(a, b) = B(a, 1− a− b) +B(b, 1− a− b),

where B(·, ·) is the beta function. Writing the beta function in terms of the gamma function,
we deduce that

I(a, b) =

(
Γ(a)

Γ(1− b)
+

Γ(b)

Γ(1− a)

)
Γ(1− a− b).

Since Γ(s)Γ(1− s) = π/ sin(πs), it follows that

I(a, b) =

(
1

sin πa
+

1

sin πb

)
πΓ(1− a− b)

Γ(1− a)Γ(1− b)
.

Now the identity sinA+ sinB = 2 sin(A
2
+ B

2
) cos(A

2
− B

2
) implies

1

sin πa
+

1

sin πb
=

2 sin(π
2
(a+ b)) cos(π

2
(a− b))

sin(πa) sin(πb)
.

Thus

I(a, b) =
χ(a+ b) cos(π

2
(a− b))

2a+b−1πa+b−2Γ(1− a)Γ(1− b) sin(πa) sin(πb)
,

where we have also used the definition χ(s) = 2sπs−1 sin(π
2
s)Γ(1 − s). The double-angle

formulae then imply that

I(a, b) =
χ(a+ b) cos(π

2
(a− b))

2χ(a)χ(b) cos(π
2
a) cos(π

2
b)
.
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The lemma now follows from this, the identity χ(s)χ(1− s) = 1, and the fact that

cos(π
2
(a− b))

cos(π
2
a) cos(π

2
b)

= 1 + tan(π
2
a) tan(π

2
b).

□

If Re(ξ) = Re(η) = 2ε, |zj|, |wj| = ε, and t is real, then it follows from Lemma 3.1 with
a = 1

2
− ξ + zj − it and b = 1

2
− η + wj + it that∑

ϵj=±1

∫ ∞

max{0,ϵj}

(
yj − ϵj
yj

)it

y
− 1

2
−ξ+zj

j (yj − ϵj)
− 1

2
−η+wj dyj

= χ(1 + zj + wj − ξ − η)χ(1
2
+ ξ − zj + it)χ(1

2
+ η − wj − it)

×
(
1 + tan(π

2
(1
2
− ξ + zj − it)) tan(π

2
(1
2
− η + wj + it))

2

)
.(3.9)

If it also holds that T ≤ t ≤ 2T and |Im(ξ)|, |Im(η)| ≤ T/2, say, then

tan(π
2
(1
2
− ξ + zj − it)) tan(π

2
(1
2
− η + wj + it)) = 1 +O

(
e−T/4

)
.

From this, the functional equation

ζ(ξ + η − zj − wj)χ(1 + zj + wj − ξ − η) = ζ(1 + zj + wj − ξ − η),

and (3.8), we arrive at the prediction

Sℓ ∼
1

(ℓ!)2(2πi)2

∫
(2ε)

∫
(2ε)

Υ̃(ξ)Υ̃(η)
Xξ+η

T

∫ ∞

0

ψ

(
t

T

)
1

(2πi)2ℓ

∮
|z1|=ε

· · ·
∮
|zℓ|=ε

×
∮
|w1|=ε

· · ·
∮
|wℓ|=ε

∑
M1···Mℓ=N1···Nℓ
(Mj ,Nj)=1 ∀j

ℓ∏
j=1

{
ζ(1 + zj + wj − ξ − η)χ(1

2
+ ξ − zj + it)

× χ(1
2
+ η − wj − it)

∏
α∈Aj

ζ(1 + zj + α)
∏
β∈Bj

ζ(1 + wj + β)

×N
− 1

2
+ξ−zj

j M
− 1

2
+η−wj

j

∞∑
d=1

1

d1+ξ+η

∞∑
q=1

µ(q)(qd,Nj)
1+zj(qd,Mj)

1+wj

q2+zj+wj

×GAj

(
1 + zj,

qd

(qd,Nj)

)
GBj

(
1 + wj,

qd

(qd,Mj)

)
dwj dzj

}
dξ dη.(3.10)

4. Local calculations

Our next task is to evaluate the sum over the Mj, Nj in (3.10). By multiplicativity, we
may formally write this sum as an Euler product; see (5.1) below. Our main result for this
section (Theorem 4.4) is an expression for the local factor of this Euler product in terms
of the coefficients IC,D(m), which are defined by (1.7) for finite multisets C,D of complex
numbers. We first prove some basic properties of these coefficients.

Lemma 4.1. Let C and D be finite multisets of complex numbers, let s be a complex number,
and let p be a prime.
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(i) If m is a positive integer, then

m−sIC,D(m) = ICs,Ds(m),

where, for every multiset E, Es denotes the multiset {γ + s : γ ∈ E}.
(ii) If r is a nonnegative integer, then

IC∪{s},D(p
r) = IC,D(p

r) + p−sIC∪{s},D(p
r−1),

where the last term is to be interpreted as 0 if r = 0.
(iii) If R and M are nonnegative integers, then

R∑
r=0

IC,D(p
r+M) = IC∪{0},D(p

R+M)− IC∪{0},D(p
M−1),

where the last term is to be interpreted as 0 if M = 0.
(iv) We have

∞∑
k=0

IC,{−s}(p
k)p−k(1+s) =

(
1− 1

p

)∏
γ∈C

(
1− 1

p1+s+γ

)−1

whenever the left-hand side converges absolutely.

Proof. If C = {γ1, . . . , γh} and D = {δ1, . . . , δℓ}, then the definition (1.7) implies

(4.1) IC,D(m) =
∑

m1···mhn1···nℓ=m

m−γ1
1 · · ·m−γh

h µ(n1)n
−δ1
1 · · ·µ(nℓ)n

−δℓ
ℓ ,

and (i) immediately follows.
To prove (ii), use (4.1) to write

(4.2)

IC∪{s},D(p
r) =

∑
ν+m1+···+mh+n1+···+nℓ=r

p−νsp−m1γ1 · · · p−mhγhµ(pn1)p−n1δ1 · · ·µ(pnℓ)p−nℓδℓ ,

where ν and the mi’s and ni’s run through nonnegative integers. By (4.1), we see that
IC,D(p

r) equals the sum of the terms on the right-hand side of (4.2) that have ν = 0, while
the sum of the terms with ν ≥ 1 equals p−sIC∪{s},D(p

r−1). This proves (ii).
Next, to show (iii), we take s = 0 in (ii) to deduce that

IC,D(p
r+M) = IC∪{0},D(p

r+M)− IC∪{0},D(p
r+M−1).

Summing both sides from r = 0 to r = R gives (iii).
Finally, (iv) follows immediately from the definition (1.7) and the Euler product expansion

of zeta.
□

We next prove a generalization of Lemma 2 of [11]. To state it, we define

Σ(A,B, z, w,M,N ; p) :=
1∑

q=0

∞∑
d=0

∞∑
j=0

∞∑
k=0

(−1)qIA,{−z}

(
pj+q+d−min{q+d,N}

)
× IB,{−w}

(
pk+q+d−min{q+d,M}

)
× p−d−j(1+z)−k(1+w)−q(2+z+w)+min{q+d,N}(1+z)+min{q+d,M}(1+w).(4.3)
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Lemma 4.2. Let ϵ > 0 be arbitrarily small, and let p be a prime. Suppose that A and B are
finite multisets of complex numbers and z and w are complex numbers such that |Re(γ)| ≤ ϵ
for all γ ∈ A∪B ∪ {z, w}. If M and N are nonnegative integers such that min{M,N} = 0,
then

Σ(A,B, z, w,M,N ; p) = pMw+Nz

(
1− 1

p1+w+z

) ∞∑
r=0

IA∪{w},{−z}(p
r+M)IB∪{z},{−w}(p

r+N)

pr
.

Proof. First, observe that (4.1) and the divisor bound imply that if the elements of C and
D each have real part ≥ −c, then

(4.4) IC,D(m) ≪ε m
c+ε

for arbitarily small ε > 0. From this and the assumption that |Re(γ)| ≤ ϵ for all γ ∈
A ∪ B ∪ {z, w}, we deduce the absolute convergence of the right-hand side of (4.3). Thus,
the sum Σ(A,B, z, w,M,N ; p) is well-defined.
To prove Lemma 4.2, we may assume without loss of generality that N = 0, since the case

with M = 0 will follow by symmetry. If N = 0, then the definition (4.3) specializes to

Σ(A,B, z, w,M, 0; p) =
1∑

q=0

∞∑
d=0

∞∑
j=0

∞∑
k=0

(−1)qIA,{−z}(p
j+q+d)IB,{−w}(p

k+q+d−min{q+d,M})

× p−d−j(1+z)−k(1+w)−q(2+z+w)+min{q+d,M}(1+w).

Split this into

(4.5) Σ(A,B, z, w,M, 0; p) = Σ− + Σ+,

where Σ− is the sum of the terms with d < M , and Σ+ is the sum of the terms with d ≥M .
We first evaluate Σ−. If d < M and q ∈ {0, 1}, then q + d − min{q + d,M} = 0 and

d + q(2 + z + w) −min{q + d,M}(1 + w) = −dw + q(1 + z). We use these and then carry
out the summation over q to write

Σ− =
∑
d<M

∞∑
j=0

∞∑
k=0

IA,{−z}(p
j+d)IB,{−w}(p

k)p−j(1+z)−k(1+w)+dw

−
∑
d<M

∞∑
j=0

∞∑
k=0

IA,{−z}(p
j+1+d)IB,{−w}(p

k)p−(j+1)(1+z)−k(1+w)+dw.

Factor out the k-sum to deduce that

Σ− =
∞∑
k=0

IB,{−w}(p
k)p−k(1+w)

{∑
d<M

∞∑
j=0

IA,{−z}(p
j+d)p−j(1+z)+dw

−
∑
d<M

∞∑
j=0

IA,{−z}(p
j+1+d)p−(j+1)(1+z)+dw

}
.

The j-sums telescope, while we may evaluate the k-sum using Lemma 4.1(iv). Hence

Σ− =

(
1− 1

p

)∏
β∈B

(
1− 1

p1+w+β

)−1 ∑
d<M

IA,{−z}(p
d)pdw.
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From (i) and (iii) of Lemma 4.1, we see that∑
d<M

IA,{−z}(p
d)pdw =

∑
d<M

IA−w,{−z−w}(p
d)

= IA−w∪{0},{−z−w}(p
M−1) = p(M−1)wIA∪{w},{−z}(p

M−1).

Thus

(4.6) Σ− =

(
1− 1

p

)
p(M−1)wIA∪{w},{−z}(p

M−1)
∏
β∈B

(
1− 1

p1+w+β

)−1

.

Having evaluated Σ−, we next consider the sum Σ+ defined in (4.5). If d ≥M and q ≥ 0,
then min{q + d,M} =M . We use this and then carry out the summation over q to deduce
that

Σ+ =
∑
d≥M

∞∑
j=0

∞∑
k=0

IA,{−z}(p
j+d)IB,{−w}(p

k+d−M)p−d−j(1+z)−k(1+w)+M(1+w)

−
∑
d≥M

∞∑
j=0

∞∑
k=0

IA,{−z}(p
j+1+d)IB,{−w}(p

k+1+d−M)p−d−(j+1)(1+z)−(k+1)(1+w)+M(1+w).

We relabel d as d+M to see that

Σ+ =pMw

∞∑
d=0

∞∑
j=0

∞∑
k=0

IA,{−z}(p
j+d+M)IB,{−w}(p

k+d)p−d−j(1+z)−k(1+w)

− pMw

∞∑
d=0

∞∑
j=0

∞∑
k=0

IA,{−z}(p
j+1+d+M)IB,{−w}(p

k+1+d)p−d−(j+1)(1+z)−(k+1)(1+w).

We add and subtract an extra sum and arrive at

Σ+ =pMw

∞∑
d=0

∞∑
j=0

∞∑
k=0

IA,{−z}(p
j+d+M)IB,{−w}(p

k+d)p−d−j(1+z)−k(1+w)

− pMw

∞∑
d=0

∞∑
j=0

∞∑
k=0

IA,{−z}(p
j+1+d+M)IB,{−w}(p

k+d)p−d−(j+1)(1+z)−k(1+w)

+ pMw

∞∑
d=0

∞∑
j=0

∞∑
k=0

IA,{−z}(p
j+1+d+M)IB,{−w}(p

k+d)p−d−(j+1)(1+z)−k(1+w)

− pMw

∞∑
d=0

∞∑
j=0

∞∑
k=0

IA,{−z}(p
j+1+d+M)IB,{−w}(p

k+1+d)p−d−(j+1)(1+z)−(k+1)(1+w).

We may combine the first two sums on the right-hand side and see that the j-sums telescope
to leave only the j = 0 terms of the first sum. Similarly, we may combine the third and
fourth sums and see that the k-sums telescope to leave only the k = 0 terms of the third
sum. Therefore

Σ+ =pMw

∞∑
d=0

∞∑
k=0

IA,{−z}(p
d+M)IB,{−w}(p

k+d)p−d−k(1+w)
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+ pMw

∞∑
d=0

∞∑
j=0

IA,{−z}(p
j+1+d+M)IB,{−w}(p

d)p−d−(j+1)(1+z).

In the last sum, relabel j+1 as j and then add and subtract the j = 0 terms to deduce that

(4.7) Σ+ = pMw
(
Σ+

1 + Σ+
2 − Σ+

3

)
,

where Σ+
1 , Σ

+
2 , and Σ+

3 are defined by

Σ+
1 =

∞∑
d=0

∞∑
k=0

IA,{−z}(p
d+M)IB,{−w}(p

k+d)p−d−k(1+w),

(4.8) Σ+
2 =

∞∑
d=0

∞∑
j=0

IA,{−z}(p
j+d+M)IB,{−w}(p

d)p−d−j(1+z),

and

(4.9) Σ+
3 =

∞∑
d=0

IA,{−z}(p
d+M)IB,{−w}(p

d)p−d,

respectively.
We next evaluate each of Σ+

1 and Σ+
2 . We first consider Σ+

1 . Group together terms that
have the same k + d to write

Σ+
1 =

∞∑
r=0

IB,{−w}(p
r)p−r

∑
k+d=r

IA,{−z}(p
d+M)p−kw.

In this expression, we have kw = rw − dw = rw − (d+M)w +Mw. Thus

Σ+
1 = p−Mw

∞∑
r=0

IB,{−w}(p
r)p−r(1+w)

∑
k+d=r

IA,{−z}(p
d+M)p(d+M)w.

By (i) and (iii) of Lemma 4.1, we have∑
k+d=r

IA,{−z}(p
d+M)p(d+M)w =

∑
k+d=r

IA−w,{−z−w}(p
d+M)

= IA−w∪{0},{−z−w}(p
r+M)− IA−w∪{0},{−z−w}(p

M−1)

= p(r+M)wIA∪{w},{−z}(p
r+M)− p(M−1)wIA∪{w},{−z}(p

M−1).

Hence

Σ+
1 =

∞∑
r=0

IB,{−w}(p
r)IA∪{w},{−z}(p

r+M)p−r − p−wIA∪{w},{−z}(p
M−1)

∞∑
r=0

IB,{−w}(p
r)p−r(1+w).

From this and Lemma 4.1(iv), it follows that

Σ+
1 =

∞∑
r=0

IB,{−w}(p
r)IA∪{w},{−z}(p

r+M)p−r

− p−w

(
1− 1

p

)
IA∪{w},{−z}(p

M−1)
∏
β∈B

(
1− 1

p1+w+β

)−1

.(4.10)
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Having evaluated Σ+
1 , we next turn our attention to the sum Σ+

2 defined by (4.8). Gather
terms with the same j + d to write

Σ+
2 =

∞∑
r=0

IA,{−z}(p
r+M)p−r

∑
j+d=r

IB,{−w}(p
d)p−jz.

In this sum, we have jz = rz − dz. Thus

Σ+
2 =

∞∑
r=0

IA,{−z}(p
r+M)p−r(1+z)

∑
j+d=r

IB,{−w}(p
d)pdz.

From (i) and (iii) of Lemma 4.1, we see that∑
j+d=r

IB,{−w}(p
d)pdz =

∑
j+d=r

IB−z ,{−w−z}(p
d) = IB−z∪{0},{−w−z}(p

r) = przIB∪{z},{−w}(p
r).

Thus

(4.11) Σ+
2 =

∞∑
r=0

IA,{−z}(p
r+M)IB∪{z},{−w}(p

r)p−r.

Combining now (4.7), (4.9), (4.10), and (4.11), we arrive at

Σ+ =− p(M−1)w

(
1− 1

p

)
IA∪{w},{−z}(p

M−1)
∏
β∈B

(
1− 1

p1+w+β

)−1

+ pMw

∞∑
r=0

IA∪{w},{−z}(p
r+M)IB,{−w}(p

r)p−r + pMw

∞∑
r=0

IA,{−z}(p
r+M)IB∪{z},{−w}(p

r)p−r

− pMw

∞∑
r=0

IA,{−z}(p
r+M)IB,{−w}(p

r)p−r.

From this, (4.5), and (4.6), we arrive at

Σ(A,B, z, w,M, 0; p) = pMw

∞∑
r=0

IA∪{w},{−z}(p
r+M)IB,{−w}(p

r)p−r

+ pMw

∞∑
r=0

IA,{−z}(p
r+M)IB∪{z},{−w}(p

r)p−r − pMw

∞∑
r=0

IA,{−z}(p
r+M)IB,{−w}(p

r)p−r.(4.12)

To write this in a more concise form, we apply the trick on page 746 of [9], as follows. By
Lemma 4.1(ii), it holds that

IA∪{w},{−z}(p
r+M)IB,{−w}(p

r) + IA,{−z}(p
r+M)IB∪{z},{−w}(p

r)− IA,{−z}(p
r+M)IB,{−w}(p

r)

= (a1 + a2)b1 + a1(b1 + b2)− a1b1,

where

a1 = IA,{−z}(p
r+M)

a2 = p−wIA∪{w},{−z}(p
r+M−1)

b1 = IB,{−w}(p
r)

b2 = p−zIB∪{z},{−w}(p
r−1).
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Cancel the term −a1b1, then add and subtract a2b2 to deduce that

IA∪{w},{−z}(p
r+M)IB,{−w}(p

r) + IA,{−z}(p
r+M)IB∪{z},{−w}(p

r)− IA,{−z}(p
r+M)IB,{−w}(p

r)

= (a1 + a2)b1 + a1b2 + a2b2 − a2b2

= (a1 + a2)(b1 + b2)− a2b2.

From this, the definitions of a1, a2, b1, b2, and Lemma 4.1(ii), we arrive at

IA∪{w},{−z}(p
r+M)IB,{−w}(p

r) + IA,{−z}(p
r+M)IB∪{z},{−w}(p

r)− IA,{−z}(p
r+M)IB,{−w}(p

r)

= IA∪{w},{−z}(p
r+M)IB∪{z},{−w}(p

r)− p−w−zIA∪{w},{−z}(p
r+M−1)IB∪{z},{−w}(p

r−1).

This and (4.12) imply

Σ(A,B, z, w,M, 0; p) =pMw

∞∑
r=0

IA∪{w},{−z}(p
r+M)IB∪{z},{−w}(p

r)p−r

− pMwp−w−z

∞∑
r=0

IA∪{w},{−z}(p
r+M−1)IB∪{z},{−w}(p

r−1)p−r.

The r = 0 term of the last sum is zero by the convention mentioned in Lemma 4.1(ii). Hence,
we may relabel r − 1 in this last sum as r to deduce that

(4.13) Σ(A,B, z, w,M, 0; p) = pMw

(
1− 1

p1+w+z

) ∞∑
r=0

IA∪{w},{−z}(p
r+M)IB∪{z},{−w}(p

r)p−r.

This proves Lemma 4.2 with the additional assumption that N = 0. Now the definition (4.3)
of Σ implies that

Σ(A,B, z, w,M,N ; p) = Σ(B,A,w, z,N,M ; p).

It follows from this and (4.13) that

Σ(A,B, z, w, 0, N ; p) = Σ(B,A,w, z,N, 0; p)

= pNz

(
1− 1

p1+w+z

) ∞∑
r=0

IA∪{w},{−z}(p
r)IB∪{z},{−w}(p

r+N)p−r

This proves Lemma 4.2 with the additional assumption that M = 0. Since min{M,N} = 0
means either M = 0 or N = 0, the proof of Lemma 4.2 is complete. □

In order to use Lemma 4.2 to evaluate the sum in (3.10), we need to relate the function
G, defined by (3.4), with the function I, which is defined by (1.7).

Lemma 4.3. Let p be a prime, and let r be a nonnegative integer. Suppose that E is a finite
multiset of complex numbers and s is a complex number such that Re(s + γ) > 0 for every
γ ∈ E. Then

(4.14) GE(s, p
r) =

p

p− 1

∏
γ∈E

(1− p−s−γ)
∞∑
j=0

IE,{1−s}(p
j+r)

pjs
.

Furthermore, we have

(4.15) GE(s, p
r) ≪|E|,ε p

r(c+ε)

for arbitrarily small ε, where c = −min({1− Re(s)} ∪ {Re(γ) : γ ∈ E}).
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Proof. The assumption Re(s + γ) > 0 and the bound (4.4) imply the absolute convergence
of both the right-hand side of (4.14) and the definition (3.5) of gE(s, p

r) (note that the
analogue of (4.4) also holds for τE since τE = IE,∅, where ∅ is the empty set). If r = 0, then
the definition (3.4) implies GE(s, 1) = 1, while the right-hand side of (4.14) also equals 1
because

∞∑
j=0

IE,{1−s}(p
j+r)

pjs
=

(
1− 1

p

)∏
γ∈E

(
1− 1

ps+γ

)−1

by the definition (1.7) and the Euler product expression for zeta. Thus (4.14) holds for r = 0.
Now suppose that r ≥ 1. The definition (3.4) of GE(s, p

r) implies that

(4.16) GE(s, p
r) =

(
p

p− 1

)
gE(s, p

r)−
(

ps

p− 1

)
gE(s, p

r−1).

The definition (3.5) implies that

gE(s, p
j) =

{∏
γ∈E

(
1− 1

ps+γ

)} ∞∑
m=0

τE(p
m+j)

pms

for j ≥ 1. Note that this also holds for j = 0 since the definition (1.2) and the Euler product
expression for zeta imply that

∞∑
m=0

τE(p
m)

pms
=
∏
γ∈E

(
1− 1

ps+γ

)−1

.

It follows from these and (4.16) that

GE(s, p
r) =

(
p

p− 1

)∏
γ∈E

(
1− 1

ps+γ

) ∞∑
m=0

τE(p
m+r)

pms

−
(

ps

p− 1

)∏
α∈A

(
1− 1

ps+γ

) ∞∑
m=0

τE(p
m+r−1)

pms

=

(
p

p− 1

)∏
γ∈E

(
1− 1

ps+γ

) ∞∑
m=0

τE(p
m+r)− ps−1τE(p

m+r−1)

pms
.(4.17)

Now (4.1), which also holds for τE since τE = IE,∅, implies

τE(p
m+r)− ps−1τE(p

m+r−1) = IE,{1−s}(p
m+r).

The identity (4.14) follows from this and (4.17).
The bound (4.15) follows from (4.14) and (4.4).

□

We now prove the main result of this section. Recall the notations Es := {γ + s : γ ∈ E}
and E− := {−γ : γ ∈ E} that were stated below (1.3).

Theorem 4.4. Suppose that ℓ is a positive integer, ξ, η are complex numbers, and A,B,Z,W
are finite multisets of complex numbers with Z = {z1, . . . , zℓ} and W = {w1, . . . , wℓ}. Let
A = A1 ∪ · · · ∪ Aℓ and B = B1 ∪ · · · ∪ Bℓ be partitions of A and B, respectively. Let
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ϵ > 0 be arbitrarily small, and suppose that Re(ξ) = Re(η) = 2ϵ and |Re(γ)| ≤ ϵ for all
γ ∈ A ∪B ∪ Z ∪W . Then

∑
M1+···+Mℓ=N1+···+Nℓ

min{Mj ,Nj}=0 ∀j

ℓ∏
j=1

{
pNj(− 1

2
+ξ−zj)+Mj(− 1

2
+η−wj)

×
∞∑
d=0

1∑
q=0

(−1)qpmin{q+d,Nj}(1+zj)+min{q+d,Mj}(1+wj)−q(2+zj+wj)−d(1+ξ+η)

×GAj

(
1 + zj, p

q+d−min{q+d,Nj}
)
GBj

(
1 + wj, p

q+d−min{q+d,Mj}
)}

=

(
1− 1

p

)−2ℓ ℓ∏
j=1

{(
1− 1

p1+wj+zj−ξ−η

) ∏
α∈Aj

(
1− 1

p1+zj+α

) ∏
β∈Bj

(
1− 1

p1+wj+β

)}

×
∞∑

m=0

IAξ+η∪W,(Z−)ξ+η
(pm)IB∪Z−ξ−η ,W−(pm)

pm
.

Proof. For brevity, let LHS denote the left-hand side of the conclusion of Theorem 4.4. We
apply Lemma 4.3 and deduce that

LHS =
∑

M1+···+Mℓ=N1+···+Nℓ
min{Mj ,Nj}=0 ∀j

ℓ∏
j=1

{
pNj(− 1

2
+ξ−zj)+Mj(− 1

2
+η−wj)

×
(
1− 1

p

)−2 ∏
α∈Aj

(
1− 1

p1+zj+α

) ∏
β∈Bj

(
1− 1

p1+wj+β

)

×
∞∑
d=0

1∑
q=0

∞∑
i=0

∞∑
k=0

(−1)qIAj ,{−zj}(p
i+q+d−min{q+d,Nj})IBj ,{−wj}(p

k+q+d−min{q+d,Mj})

× p−i(1+zj)−k(1+wj)+min{q+d,Nj}(1+zj)+min{q+d,Mj}(1+wj)−q(2+zj+wj)−d(1+ξ+η)

}

The d, q, i, k-sum equals Σ((Aj)ξ+η, Bj, zj − ξ − η, wj,Mj, Nj; p) by (4.3) and Lemma 4.1(i).
Thus Lemma 4.2 gives

LHS =
∑

M1+···+Mℓ=N1+···+Nℓ
min{Mj ,Nj}=0 ∀j

ℓ∏
j=1

{
pNj(− 1

2
−η)+Mj(− 1

2
+η)

×
(
1− 1

p

)−2(
1− 1

p1+wj+zj−ξ−η

) ∏
α∈Aj

(
1− 1

p1+zj+α

) ∏
β∈Bj

(
1− 1

p1+wj+β

)

×
∞∑
r=0

I(Aj)ξ+η∪{wj},{−zj+ξ+η}(p
r+Mj)IBj∪{zj−ξ−η},{−wj}(p

r+Nj)

pr

}
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We rearrange the factors and use the fact that M1 + · · ·+Mℓ = N1 + · · ·+Nℓ to arrive at

LHS =

(
1− 1

p

)−2ℓ ℓ∏
j=1

{(
1− 1

p1+wj+zj−ξ−η

) ∏
α∈Aj

(
1− 1

p1+zj+α

) ∏
β∈Bj

(
1− 1

p1+wj+β

)}

×
∑

M1+···+Mℓ=N1+···+Nℓ
min{Mj ,Nj}=0 ∀j

ℓ∏
j=1

{
p−

1
2
Nj− 1

2
Mj

×
∞∑
r=0

I(Aj)ξ+η∪{wj},{−zj+ξ+η}(p
r+Mj)IBj∪{zj−ξ−η},{−wj}(p

r+Nj)

pr

}
.

To evaluate the sum over the Mj, Nj, we interchange the order of summation to write it as

∞∑
r1=0

· · ·
∞∑

rℓ=0

∑
M1+···+Mℓ=N1+···+Nℓ

min{Mj ,Nj}=0 ∀j

ℓ∏
j=1

{
I(Aj)ξ+η∪{wj},{−zj+ξ+η}(p

rj+Mj)IBj∪{zj−ξ−η},{−wj}(p
rj+Nj)

prj+
1
2
Nj+

1
2
Mj

}
.

We make the change of variables mj = Mj + rj and nj = Nj + rj, and then evaluate the
rj-sums to see that this sum equals

∞∑
r1=0

· · ·
∞∑

rℓ=0

∑
m1+···+mℓ=n1+···+nℓ
min{mj ,nj}=rj ∀j

ℓ∏
j=1

{
I(Aj)ξ+η∪{wj},{−zj+ξ+η}(p

mj)IBj∪{zj−ξ−η},{−wj}(p
nj)

p
1
2
nj+

1
2
mj

}

=
∑

m1+···+mℓ=n1+···+nℓ

ℓ∏
j=1

{
I(Aj)ξ+η∪{wj},{−zj+ξ+η}(p

mj)IBj∪{zj−ξ−η},{−wj}(p
nj)

p
1
2
nj+

1
2
mj

}

=
∞∑

m=0

IAξ+η∪W,(Z−)ξ+η
(pm)IB∪Z−ξ−η ,W−(pm)

pm

because, by (1.7), IAξ+η∪W,(Z−)ξ+η
is the Dirichlet convolution

IAξ+η∪W,(Z−)ξ+η
= I(A1)ξ+η∪{w1},{−z1+ξ+η} ∗ · · · ∗ I(Aℓ)ξ+η∪{wℓ},{−zℓ+ξ+η},

and similarly for IB∪Z−ξ−η ,W− . □

5. Vandermonde integral expressions

We now return to the task of evaluating (3.10). By multiplicativity, we may formally
factor the sum on the right-hand side of (3.10) and write the Euler product formula∑

M1···Mℓ=N1···Nℓ
(Mj ,Nj)=1 ∀j

ℓ∏
j=1

{
N

− 1
2
+ξ−zj

j M
− 1

2
+η−wj

j

×
∞∑
d=1

1

d1+ξ+η

∞∑
q=1

µ(q)(qd,Nj)
1+zj(qd,Mj)

1+wj

q2+zj+wj

×GAj

(
1 + zj,

qd

(qd,Nj)

)
GBj

(
1 + wj,

qd

(qd,Mj)

)}



MOMENTS OF ZETA AND CORRELATIONS OF DIVISOR-SUMS 21

=
∏
p

( ∑
M1+···+Mℓ=N1+···+Nℓ

min{Mj ,Nj}=0 ∀j

ℓ∏
j=1

{
pNj(− 1

2
+ξ−zj)+Mj(− 1

2
+η−wj)

×
∞∑
d=0

1∑
q=0

(−1)qpmin{q+d,Nj}(1+zj)+min{q+d,Mj}(1+wj)−q(2+zj+wj)−d(1+ξ+η)

×GAj

(
1 + zj, p

q+d−min{q+d,Nj}
)
GBj

(
1 + wj, p

q+d−min{q+d,Mj}
)})

.(5.1)

We may use Theorem 4.4 to evaluate each local factor on the right-hand side of (5.1) and
thus write the Euler product as∏

p

((
1− 1

p

)−2ℓ ℓ∏
j=1

{(
1− 1

p1+wj+zj−ξ−η

) ∏
α∈Aj

(
1− 1

p1+zj+α

) ∏
β∈Bj

(
1− 1

p1+wj+β

)}

×
∞∑

m=0

IAξ+η∪W,(Z−)ξ+η
(pm)IB∪Z−ξ−η ,W−(pm)

pm

)
.

From this and (3.10), we arrive at the prediction

Sℓ ∼
1

(ℓ!)2(2πi)2

∫
(2ε)

∫
(2ε)

Υ̃(ξ)Υ̃(η)
Xξ+η

T

∫ ∞

0

ψ

(
t

T

)
1

(2πi)2ℓ

∮
|z1|=ε

· · ·
∮
|zℓ|=ε

×
∮
|w1|=ε

· · ·
∮
|wℓ|=ε

ℓ∏
j=1

{
χ(1

2
+ ξ − zj + it)χ(1

2
+ η − wj − it)

× ζ(1 + zj + wj − ξ − η)
∏
α∈Aj

ζ(1 + zj + α)
∏
β∈Bj

ζ(1 + wj + β)

}

×
∏
p

(
ℓ∏

j=1

{(
1− 1

p1+wj+zj−ξ−η

) ∏
α∈Aj

(
1− 1

p1+zj+α

) ∏
β∈Bj

(
1− 1

p1+wj+β

)}

×
(
1− 1

p

)−2ℓ ∞∑
m=0

IAξ+η∪W,(Z−)ξ+η
(pm)IB∪Z−ξ−η ,W−(pm)

pm

)
dwℓ · · · dw1 dzℓ · · · dz1 dξ dη.

By the Euler product expression for zeta, we may write our prediction more concisely as

Sℓ ∼
1

(ℓ!)2(2πi)2

∫
(2ε)

∫
(2ε)

Υ̃(ξ)Υ̃(η)
Xξ+η

T

∫ ∞

0

ψ

(
t

T

)
1

(2πi)2ℓ

∮
|z1|=ε

· · ·
∮
|zℓ|=ε

×
∮
|w1|=ε

· · ·
∮
|wℓ|=ε

ℓ∏
j=1

{
χ(1

2
+ ξ − zj + it)χ(1

2
+ η − wj − it)

}
×
∏
p

{(
1− 1

p

)−2ℓ ∞∑
m=0

IAξ+η∪W,(Z−)ξ+η
(pm)IB∪Z−ξ−η ,W−(pm)

pm

}
× dwℓ · · · dw1 dzℓ · · · dz1 dξ dη,(5.2)

where the latter Euler product is to be interpreted as its analytic continuation.
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To evaluate the zj- and wj-integrals, we need to write out this analytic continuation and
determine its poles and residues. The local factor(

1− 1

p

)−2ℓ ∞∑
m=0

IAξ+η∪W,(Z−)ξ+η
(pm)IB∪Z−ξ−η ,W−(pm)

pm

may be written as a power series in 1/p. The coefficient of 1/p in this power series is

2ℓ+ IAξ+η∪W,(Z−)ξ+η
(p)IB∪Z−ξ−η ,W−(p),

which, by (4.1), equals

2ℓ+

(∑
α∈A

p−α−ξ−η +
ℓ∑

j=1

p−wj −
ℓ∑

j=1

pzj−ξ−η

)(∑
β∈B

p−β +
ℓ∑

j=1

p−zj+ξ+η −
ℓ∑

j=1

pwj

)

=
∑
α∈A

∑
β∈B

p−α−β−ξ−η +
∑
α∈A

ℓ∑
j=1

p−α−zj −
∑
α∈A

ℓ∑
j=1

p−α−ξ−η+wj

+
∑
β∈B

ℓ∑
j=1

p−β−wj +
ℓ∑

i=1

ℓ∑
j=1

p−zi−wj+ξ+η −
∑

1≤i ̸=j≤ℓ

pwi−wj

−
∑
β∈B

ℓ∑
j=1

p−β−ξ−η+zj −
∑

1≤i ̸=j≤ℓ

pzi−zj +
ℓ∑

i=1

ℓ∑
j=1

pzi+wj−ξ−η.

Therefore the (analytic continuation of the) Euler product in (5.2) may be written as∏
α∈A
β∈B

ζ(1 + α + β + ξ + η)
∏

1≤j≤ℓ
α∈A

ζ(1 + α + zj)
∏

1≤j≤ℓ
β∈B

ζ(1 + β + wj)

×
∏

1≤j≤ℓ
α∈A

(1/ζ)(1 + α + ξ + η − wj)
∏

1≤j≤ℓ
β∈B

(1/ζ)(1 + β + ξ + η − zj)

×
∏

1≤i,j≤ℓ
i ̸=j

(1/ζ)(1− zi + zj)
∏

1≤i,j≤ℓ
i ̸=j

(1/ζ)(1− wi + wj)

×
∏

1≤i,j≤ℓ

ζ(1 + zi + wj − ξ − η)ζ(1− zi − wj + ξ + η)

×A(A,B,Z,W, ξ + η),(5.3)

where A(A,B,Z,W, ξ + η) is an Euler product that converges absolutely whenever Re(ξ) =
Re(η) = 2ε and |Re(γ)| ≤ ε for all γ ∈ A ∪B ∪ Z ∪W . Explicitly, A is defined by

A(A,B,Z,W, ξ + η)

:=
∏
p

{(
1− 1

p

)−2ℓ ∏
α∈A
β∈B

(
1− 1

p1+α+β+ξ+η

) ∏
1≤j≤ℓ
α∈A

(
1− 1

p1+α+zj

)

×
∏

1≤j≤ℓ
β∈B

(
1− 1

p1+β+wj

) ∏
1≤j≤ℓ
α∈A

(
1− 1

p1+α+ξ+η−wj

)−1
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×
∏

1≤j≤ℓ
β∈B

(
1− 1

p1+β+ξ+η−zj

)−1 ∏
1≤i,j≤ℓ

i ̸=j

(
1− 1

p1−zi+zj

)−1

×
∏

1≤i,j≤ℓ
i ̸=j

(
1− 1

p1−wi+wj

)−1 ∏
1≤i,j≤ℓ

(
1− 1

p1+zi+wj−ξ−η

)

×
∏

1≤i,j≤ℓ

(
1− 1

p1−zi−wj+ξ+η

) ∞∑
m=0

IAξ+η∪W,(Z−)ξ+η
(pm)IB∪Z−ξ−η ,W−(pm)

pm

}
,(5.4)

where we recall that IC,D is defined by (1.7). This leads us to conjecture Conjecture 1.2.
We now evaluate the zj- and wj- integrals in Conjecture 1.2 (or equivalently in (5.2)).

For convenience, we assume that the elements of A are distinct from each other, and the
elements of B are distinct from each other. If Re(ξ) = Re(η) = 2ε and |α|, |β| ≤ ε/2 for
all α ∈ A and β ∈ B, then the poles of the integrand displayed in Conjecture 1.2, viewed
as a function of zj (resp. wj), that are enclosed by the circle |zj| = ε (resp. |wj| = ε) are
at the points zj = −α, where α ∈ A (resp. wj = −β, where β ∈ B). Thus the value
of the z1, . . . , zℓ, w1, . . . , wℓ-integral in Conjecture 1.2 equals the sum of the residues of the
integrand at the points

(5.5) (z1, . . . , zℓ, w1, . . . , wℓ) = (−α1, . . . ,−αℓ,−β1, . . . ,−βℓ),
where α1, . . . , αℓ ∈ A and β1, . . . , βℓ ∈ B. If αi = αj for some i ̸= j, then the residue is zero
because of the presence of the factor 1/ζ(1− zi + zj) in Conjecture 1.2. Hence the residue is
nonzero only at the points (5.5) such that {α1, . . . , αℓ} is an ℓ-element subset U , say, of A,
and {β1, . . . , βℓ} is an ℓ-element subset V , say, of B. At such a point, the residue of (5.3)
equals ∏

α∈A
β∈B

ζ(1 + α + β + ξ + η)
∏

α∈A,α̂∈U
α ̸=α̂

ζ(1 + α− α̂)
∏

β∈B,β̂∈V
β ̸=β̂

ζ(1 + β − β̂)

×
∏
β̂∈V
α∈A

(1/ζ)(1 + α + ξ + η + β̂)
∏
α̂∈U
β∈B

(1/ζ)(1 + β + ξ + η + α̂)

×
∏

α,α̂∈U
α ̸=α̂

(1/ζ)(1 + α− α̂)
∏

β,β̂∈V
β ̸=β̂

(1/ζ)(1 + β − β̂)

×
∏
α̂∈U
β̂∈V

ζ(1− α̂− β̂ − ξ − η)ζ(1 + α̂ + β̂ + ξ + η)

×A(A,B, U, V, ξ + η),(5.6)

with

A(A,B, U, V, ξ + η)

=
∏
p

{∏
α∈A
β∈B

(
1− 1

p1+α+β+ξ+η

) ∏
α∈A,α̂∈U

α ̸=α̂

(
1− 1

p1+α−α̂

)



24 SIEGFRED BALUYOT AND BRIAN CONREY

×
∏

β∈B,β̂∈V
β ̸=β̂

(
1− 1

p1+β−β̂

)∏
β̂∈V
α∈A

(
1− 1

p1+α+ξ+η+β̂

)−1

×
∏
α̂∈U
β∈B

(
1− 1

p1+β+ξ+η+α̂

)−1 ∏
α,α̂∈U
α ̸=α̂

(
1− 1

p1+α−α̂

)−1

×
∏

β,β̂∈V
β ̸=β̂

(
1− 1

p1+β−β̂

)−1 ∏
α̂∈U
β̂∈V

(
1− 1

p1−α̂−β̂−ξ−η

)

×
∏
α̂∈U
β̂∈V

(
1− 1

p1+α̂+β̂+ξ+η

) ∞∑
m=0

τ(A∖U)ξ+η∪V −(pm)τB∖V ∪(Uξ+η)−(p
m)

pm

}
(5.7)

because (
1− 1

p

)−2ℓ ∏
α∈A,α̂∈U

(
1− 1

p1+α−α̂

) ∏
β∈B,β̂∈V

(
1− 1

p1+β−β̂

)

=
∏

α∈A,α̂∈U
α ̸=α̂

(
1− 1

p1+α−α̂

) ∏
β∈B,β̂∈V

β ̸=β̂

(
1− 1

p1+β−β̂

)

and
IAξ+η∪V −,Uξ+η

(pm)IB∪(U−)−ξ−η ,V (p
m) = τ(A∖U)ξ+η∪V −(pm)τB∖V ∪(Uξ+η)−(p

m)

by (1.7). We may write this residue more concisely as∏
p

{
∞∑

m=0

τ(A∖U)ξ+η∪V −(pm)τB∖V ∪(Uξ+η)−(p
m)

pm

}
,

or, similarly,
∞∑
n=1

τ(A∖U)ξ+η∪V −(n)τB∖V ∪(Uξ+η)−(n)

n
,

which we interpret as its analytic continuation, as the reciprocals of the Euler product
expressions for the zeta functions in (5.6) are precisely those found in (5.7). Now for each
pair U, V of sets such that U ⊆ A and V ⊆ B with |U | = |V | = ℓ, the number of points
(5.5) with U = {α1, . . . , αℓ} and V = {β1, . . . , βℓ} is (ℓ!)2. Thus, evaluating the zj- and
wj-integrals in Conjecture 1.2 leads to the prediction

Sℓ ∼
∑

U⊆A,V⊆B
|U |=|V |=ℓ

1

(2πi)2

∫
(2ε)

∫
(2ε)

Υ̃(ξ)Υ̃(η)
Xξ+η

T

∫ ∞

0

ψ

(
t

T

)

×
∏
α∈U

χ(1
2
+ ξ + α + it)

∏
β∈V

χ(1
2
+ η + β − it)

×
∞∑
n=1

τ(A∖U)ξ+η∪V −(n)τB∖V ∪(Uξ+η)−(n)

n
dξ dη.
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This is the same as Conjecture 1.3 because Lemma 4.1(i) implies

τ(A∖U)ξ+η∪V −(n)τB∖V ∪(Uξ+η)−(n) = τ(A∖U)ξ∪(Vη)−(n)τ(B∖V )η∪(Uξ)−(n).
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Birkhäuser, Basel, 2009.

[4] J. B. Conrey, D. W. Farmer, J. P. Keating, M. O. Rubinstein, and N. C. Snaith. Integral moments of
L-functions. Proc. London Math. Soc. (3) 91 (2005), 33–104.

[5] J. B. Conrey and A. Ghosh. A conjecture for the sixth power moment of the Riemann zeta-function.
Internat. Math. Res. Notices 15 (1998), 775–780.

[6] J. B. Conrey and S. M. Gonek. High moments of the Riemann zeta-function. Duke Math. J. 107 (2001),
577–604.

[7] Brian Conrey and Jonathan P. Keating. Moments of zeta and correlations of divisor-sums: I. Philos.
Trans. Roy. Soc. A 373: 20140313 (2015)

[8] Brian Conrey and Jonathan P. Keating. Moments of zeta and correlations of divisor-sums: II. Advances
in the Theory of Numbers. Vol. 77. Fields Inst. Commun. Fields Inst. Res. Math. Sci., Toronto, ON,
2015, pp. 75–85.

[9] Brian Conrey and Jonathan P. Keating. Moments of zeta and correlations of divisor-sums: III. Indag.
Math. (N. S.) 26 (2015), 736–747.

[10] Brian Conrey and Jonathan P. Keating. Moments of zeta and correlations of divisor-sums: IV. Res.
Number Theory 2, Article number: 24 (2016)

[11] Brian Conrey and Jonathan P. Keating. Moments of zeta and correlations of divisor-sums: V. Proc.
London Math. Soc. (3) 118 (2019), 729–752.

[12] Adrian Diaconu, Dorian Goldfeld, and Jeffrey Hoffstein. Multiple Dirichlet series and moments of zeta
and L-functions. Compositio Math. 139 (2003), 297–360.

[13] W. Duke, J. B. Friedlander, and H. Iwaniec. A quadratic divisor problem. Invent. Math. 115 (1994),
209–217.

[14] J. Franke, Yu. I. Manin, and Yu. Tschinkel. Rational points of bounded height on Fano varieties. Invent.
Math. 95 (1989) 421–435.

[15] Alia Hamieh and Nathan Ng. Mean values of long Dirichlet polynomials with higher divisor coefficients.
preprint. arXiv: 2105.03525.

[16] C. P. Hughes and Matthew P. Young. The twisted fourth moment of the Riemann zeta function. J. Reine
Angew. Math. 641 (2010), 203–236.

[17] J. P. Keating and N. C. Snaith. Random matrix theory and ζ(1/2+ it). Comm. Math. Phys. 214 (2000),
57–89.

[18] Brian Lehmann and Sho Tanimoto. On exceptional sets in Manin’s conjecture. Res. Math. Sci. 6, Article
number: 12 (2019)

[19] Nathan Ng. The sixth moment of the Riemann zeta function and ternary additive divisor sums. Discrete
Anal. 2021:6 (2021), 60 pp.

[20] Nathan Ng, Quanli Shen, and Peng-Jie Wong. The eighth moment of the Riemann zeta function.
preprint. arXiv: 2204.13891.

[21] Brad Rodgers and Kannan Soundararajan. An expansion of a vandermonde integral. unpublished note.
[22] E. C. Titchmarsh, The Theory of the Riemann Zeta-function. Second edition. Revised by D. R. Heath-

Brown. The Clarendon Press, Oxford University Press, New York, 1986.



26 SIEGFRED BALUYOT AND BRIAN CONREY

American Institute of Mathematics, 600 East Brokaw Road San Jose, CA 95112
Email address: sbaluyot@aimath.org

American Institute of Mathematics, 600 East Brokaw Road San Jose, CA 95112
Email address: conrey@aimath.org

mailto:sbaluyot@aimath.org
mailto:conrey@aimath.org

	1. Introduction
	2. Descending through the recipe
	3. Ascending through convolution sums: applying the delta method
	4. Local calculations
	5. Vandermonde integral expressions
	References

